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Chapter 6

Intuition and Deliberation  
in Morality and 
Cooperation: An 
Overview of the 
Literature

Ozan Isler and Onurcan Yilmaz

Behavioral sciences often rely on a dual-process model of the mind to describe human 
decision-making processes (Evans, 2008). Underlying this model is the evolutionary 
view of a “cognitive miser,” of a mind constantly trying to save energy by react-
ing automatically to environmental cues (Fiske & Taylor, 2013). A long-standing  
debate revolves around the question of whether these intuitive reactions can 
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be beneficial or whether we need effortful deliberation for achieving our goals 
(Kahneman & Klein, 2009). Here we first summarize this dual-process model of 
the mind and the arguments made on both sides of this debate. We then focus on 
a question that remains in relative neglect in the management literature—whether 
intuitions support ethical and cooperative behavior. As a provisional answer, we pro-
vide an overview of the literature and discuss the emerging picture on dual-process 
accounts of morality and cooperation.

The Dual-Process Model of the Mind
The model posits two distinct systems of cognitive processes. System 1 refers to 
the automatic, intuitive, and low-effort processes of the mind (Kahneman, 2011). 
Having emerged much earlier in our evolutionary history, we share this capac-
ity for automatic thinking with many other animals. System 2 processes, on the 
other hand, are to a large extent what makes us distinctively human (Sapolsky, 
2017). Directly related to the relatively recent evolution of the neocortex, System 2 
corresponds to more deliberated, analytical, high-effort, and controlled processes 
(Kahneman, 2011; Tversky & Kahneman, 1974). While novel nontrivial decisions 
(e.g., multiplying two large numbers) often require System 2 thinking, we naturally 
rely on System 1 to conduct routinized behavior (e.g., driving our car, walking our 
dog, brushing our teeth). For example, try to answer as fast as you can, what is 2 
times 2? And, what would be your ranking in a race, if you run past the person 
in the second position? Given that our intuitions often provide the correct answer 
to the first but not the second question (Thomson & Oppenheimer, 2016), research 
on the dual-process decision-making has sought to answer a third question.

Can We Rely on Our Intuitions?
System 1 processes, reflecting adaptations to our ancestral environment, have the 
evolutionary advantage of minimizing cognitive effort. Yet the environments we 
now inhabit and the problems we currently face are usually quite different than 
back in our days in the savannah. A prominent approach, the heuristics-and-biases 
(HB) view, emphasizes how this mismatch between our intuitions and our environ-
ments result in systematic cognitive biases (Kahneman, 2011). In contrast, the sim-
ple-heuristics (SH) and the naturalistic decision-making (NDM) views emphasize 
how intuitions can be reliable when they fit well with the environment (Gigerenzer, 
Hertwig, & Pachur, 2011; Klein, 2008).

According to HB, systematic errors in judgment are a natural by-product of our 
System 1 processes that have largely failed to catch up with our rapidly changing 
worlds. Take the conjunction fallacy, which demonstrates how our intuitions can 
systematically fail when making the probabilistic inferences that we regularly rely 
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on in organizational settings. Linda, for example, is someone concerned with issues 
of social justice. Which do you think is more probable, that (A) Linda is a bank 
teller, or that (B) Linda is a bank teller and a feminist? While most people (over 
80 percent) tend to answer B, deliberating on the correct answer makes it clear 
that B must be a subset of A and that it is hence less probable to occur (Tversky 
& Kahneman, 1983). A long list of other cognitive biases have been identified by 
research on the HB view (e.g., Tversky & Kahneman, 1974), which shows how 
human beings frequently and systematically fail the normative benchmarks of pro-
cedural rationality. 

In contrast, the NDM and SH views emphasize the practical successes of auto-
matic thought. The NDM view seeks to explain the efficiency of expert intuition 
in natural environments. For example, fireground commanders are often able to 
successfully make life-saving decisions (e.g., regarding how the flames will spread, 
whether a house will collapse) under acute time pressure (Klein, Calderwood, & 
Clinton-Cirocco, 1986). NDM explains such impressive intuitive judgments as the 
result of becoming skilled in the unconscious recognition of relevant cues in a 
complex environment (Klein, 1993). Rather than the instantaneous recognition of 
complex patterns, the SH view instead posits that “simple heuristics can make us 
smart” by providing practical and less error-prone results in a complex and uncer-
tain world (Gigerenzer, Todd, & ABC Research Group, 1999). Accordingly, System 
1 processes can become well-adapted to our current natural and social environ-
ments through the development of a repertoire of simple rules called heuristics. 
Take, for example, the equality heuristic, the simple rule of “allocating resources 
equally to each of N alternatives” (Gigerenzer, 2008). In the unpredictable world of 
financial investments, none of the sophisticated optimizing algorithms, including 
Markowitz’s Nobel-winning mean-variance portfolio model, were found to outper-
form this simple rule (DeMiguel, Garlappi, & Uppal, 2007).

The contrasting views of HB on the one hand and NDM and SH on the other 
are mainly a matter of emphasis on the negative versus positive consequences of 
relying on intuitions. Despite the various differences in viewpoints (Gigerenzer, 
2008), scholars tend to agree that intuitive performance can be improved by gain-
ing experience through regular feedback, especially when the environment is con-
ducive to such learning, and by relying on the right expertise in the right context 
(Kahneman & Klein, 2009).

These insights have gained increased attention in the management literature 
(Artinger, Petersen, Gigerenzer, & Weibler, 2015; Basel & Brühl, 2013). It is now 
widely reported that managers (Khatri & Ng, 2000; Parikh, Neubauer, & Lank, 
1994) and entrepreneurs (Koudstaal, Sloof, & van Praag, 2018) routinely rely on 
intuitions and that reliance on intuition is positively associated with managerial 
seniority (Sadler-Smith & Shefy, 2004). In sum, the emerging picture indicates that 
although intuitive managerial decisions are often successful and although there is 
room for significant improvement (Loock & Hinnen, 2015), integration of indi-
vidual deliberation as well as external analytical and empirical aids to managerial 
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decision-making should be encouraged (Hodgkinson, Bown, Maule, Glaister, & 
Pearman, 1999), since reliance on intuitions in business settings have also been 
shown to result in systematic failures (Li & Tang, 2010; Rosenzweig, 2007; Simon, 
Houghton, & Aquino, 2000).

Despite the growing scholarship on the pros and cons of intuitive manage-
rial decision-making, the literature understandably prioritizes the aspects of strate-
gic business decisions and consequent corporate financial performance. However,  
dual-process theories in behavioral sciences have over the past 30 years been 
extended to decisions regarding morality and cooperation, which remain neglected 
in the management literature. As these findings may provide additional insights 
into managerial decisions (e.g., corruption, collusion, and social responsibility), we 
now review and summarize this relatively more recent literature.

Moral Intuitions
The origins and substance of moral judgments have been extensively examined for 
the last 50 years (Haidt, 2001, 2007; Kohlberg & Kohlberg, 1969; Piaget, 1965; 
Shweder, Much, Mahapatra, & Park, 1997). An early account, Kolhberg's rational-
istic theory, which was for a long time the paradigmatic approach, posits that moral 
judgments are a result of advanced cognitive processes. According to this approach, 
even though emotional and intuitive processes may play a role, the necessary condi-
tion for arriving at moral judgments is to rely on reflective and analytic processes. 
Kohlberg defines moral judgments in hierarchical stages of universal applicability 
and consequently identifies three stages of moral development that proceed from 
pre-conventional to conventional and from conventional to post-conventional 
periods. Based on the justifications they provide when facing moral dilemmas, 
Kohlberg’s method classifies those who refer to universal principles of justice (e.g., 
human rights) as having achieved the post-conventional stage of moral judgments. 
Kohlberg’s implicit assumption here is that moral and cognitive development are 
intertwined, where reflective thought processes correspond to higher order moral 
judgments (i.e., post-conventional morality). Although Kohlberg’s theory has been 
severely criticized as showing an essentialist bias toward Western liberalism (e.g., 
Haidt, 2007), more recent studies show that endorsement of the principles of uni-
versal justice (e.g., equality) indeed often requires more sophisticated, reflective 
processes (Napier & Luguri, 2013; Van Berkel, Crandall, Eidelman, & Blanchar, 
2015; Yilmaz & Saribay, 2017a, 2017b).

A more recent approach that also assigns a pivotal role to cognitive processes 
in moral judgments is Greene's dual-process model (2007). The model predicts that 
moral judgments tend to be consistent with either utilitarian or deontological ethics 
depending on whether judgments are made deliberatively or intuitively. While util-
itarianism prioritizes maximizing the aggregate social welfare (Mill, 1863), deon-
tological judgments are guided by moral principles with simple rules of application 
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(“you shall not kill”). Think of the classical trolley dilemma, for example: a run-
away trolley is on the path to kill five people and you have the chance to save these 
lives by sacrificing the life of one other person. What would you do? Greene finds 
that people tend to approve of using a switch that diverts the trolley to a side track, 
where it will instead kill one person, while they tend to disapprove of making a 
similar sacrifice by pushing someone on the tracks to stop the trolley. Greene sug-
gests that the idea of actively pushing someone to his or her death triggers a visceral 
reaction that results in an intuitive deontological response (i.e., it is wrong to kill), 
whereas lack of such emotions when using the switch engages utilitarian reasoning 
(i.e., it is right to save as many lives as possible).

Consistent with Greene’s dual-process account, utilitarian judgments have 
been shown to correlate with activity in brain regions responsible for analytic 
thinking, whereas deontological judgments have been shown to coexist with 
emotional arousal (Greene, 2007; Koenigs et al., 2007). Greene’s account finds 
further support in behavioral experiments. For example, it takes more time to 
make utilitarian judgments than to make deontological judgments about moral 
dilemmas (Greene, Sommerville, Nystrom, Darley, & Cohen, 2001). Similarly, 
activating analytic thinking increases (Paxton, Ungar, & Greene, 2012), whereas 
activating intuitive thinking decreases (Trémolière, De Neys, & Bonnefon, 2012), 
the endorsement of utilitarian moral judgments. More recently, Greene’s account 
has been criticized by the fact that approval of sacrificial killing of one person 
(with the consequence of saving many others) does not necessarily require reli-
ance on utilitarian ethics or analytical thinking (Kahane, Everett, Earp, Farias, 
& Savulescu, 2015). In particular, it has been shown that psychopathic tendencies 
may result in behavior similar to utilitarian moral judgments (Aktas, Yilmaz, & 
Bahçekapili, 2017).

In contrast to Kohlberg’s and Greene’s theories that assign a pivotal role to 
deliberation in the formation of normative judgments, Haidt’s social intuition-
ist model (2001) predicts that moral judgments are exclusively made by System 
1 processes, and that deliberation (i.e., System 2 processes) is merely used to 
rationalize these intuitively made moral judgments. For example, having read a 
hypothetical scenario involving an incestual relationship that does not result in 
any physical or psychological harm to the parties involved, people tend to imme-
diately and strongly judge this relationship as morally wrong while often failing 
to provide deliberated justifications for their reactions. The natural process of 
making such moral judgment therefore seems essentially intuitive and not reflec-
tive (Haidt, 2001). In short, the social intuitionist model involves a foundational 
criticism of previous accounts of morality by prioritizing System 1 processes in 
moral judgments. 

Whereas the social intuitionist model (Haidt, 2001) explains the role of cog-
nitive processes in moral judgments, the more recent moral foundations theory 
(Graham et al., 2011; Haidt, 2012) seeks to explain the origin and substance of 
these moral judgments. The theory posits that moral judgments are evolutionary 
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adaptions and that all societies rely on five distinct types or foundations of moral 
judgments in varying degrees. Care/harm relates to the protection of the off-
spring or the weak. Fairness/cheating relates to the sustenance of group cohesion 
and detection of those who disrupt it. Loyalty/betrayal is about favoring one’s 
own  group. Authority/subversion corresponds to support for hierarchical social 
structures. Sanctity/degradation emphasizes sacredness as well as physical and 
spiritual cleansing. The theory has substantial empirical backing and practical 
relevance. For example, liberals have been shown to embrace the dimensions of 
care/harm and fairness/cheating, whereas conservatives are found to put equal 
emphasis on all five dimensions (Graham, Haidt, & Nosek, 2009). Most people 
are therefore inherently righteous, yet there is significant heterogeneity in their 
moral compass (Haidt, 2012).

Even though moral foundations theory does not explicitly rely on the dual-pro-
cess model of the mind, when interpreted through the lens of the social intuitionist 
model, one might expect evidence for the five evolutionarily acquired moral foun-
dations to be stronger for intuitively made judgments. However, recent evidence 
draws a more complicated picture. For example, directing conservatives to make 
intuitive moral judgments either via cognitive-load or ego depletion manipulations 
resulted in judgments to become more liberal (Wright & Baril, 2011). In addition, 
activating analytical thinking was found to strengthen some (e.g., care, fairness) 
but not all (e.g., loyalty, authority, sanctity) of the moral foundations (Yilmaz & 
Saribay, 2017b). Other studies have found, on the other hand, that priming intu-
ition enhances the value given to the moral foundations of care and authority (Van 
Berkel et al., 2015).

In short, the emerging picture shows that people tend to rely on their moral 
intuitions but the specific effect of intuition and deliberation on moral judg-
ments depends on which foundations are relevant in the context of the moral 
problem. There is consistent evidence that deliberation can strengthen endorse-
ment of fairness and care foundations (Yilmaz & Saribay, 2017b). Nevertheless, a 
dual-process interpretation that encompasses the whole spectrum of moral judg-
ments is not yet established. In particular, questions remain whether deliberated 
moral judgments reflect rationalizations of intuitive responses or whether they 
provide a more accurate account of their personally held moral views. It also 
remains to be established whether intuitive moral judgments reflect evolutionary 
visceral reactions or whether they exhibit culturally experienced social heuristics. 
A likely reason for these mixed results is that moral judgments have so far been 
mostly studied independently of the context of regular social interactions from 
which they likely have emerged. Most recently, the theory of morality as coopera-
tion (Curry, Mullins, & Whitehouse, 2017) argues just that, predicting moral 
judgments to reflect cultural or evolutionary “solutions” to recurrent problems of 
cooperation. Indeed, behavioral research on the dual-process accounts of coop-
eration have provided significant insights into the role of intuition and delibera-
tion in social life, which we now review.
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Cooperative Intuitions
Cooperation is the act of working with others toward a common goal, such as 
expending effort to provide a public good (e.g., raising funds for a park in the local 
community) or curbing excess consumption for maintaining a common environ-
mental resource (e.g., limiting one’s CO2 emissions). Although rightly seen as a 
defining feature of civilization, cooperation per se is not unique to humans: many 
other animals, in particular primates, cooperate with genetically unrelated oth-
ers to gain future benefits and even positive reputation (Hauser, Chen, Chen, & 
Chuang, 2003). However, the scale of cooperation in human societies is second to 
none. More importantly, humans are characterized by a particular type of coopera-
tion called strong reciprocity, which is not observed in other animals: cooperation 
with anonymous others at net personal cost even when reciprocal and reputational 
benefits are absent (Bowles & Gintis, 2011).

Evidence for this “strange” behavior is established using an experimental task 
called the public good game (PGG), which is regularly used to measure cooperation 
in social dilemma situations (Ledyard, 1995). In the PGG, each member of a group 
is asked to decide how much of an individual monetary endowment to contrib-
ute toward a group project and how much of it to keep for self (e.g., Fischbacher, 
Gächter, & Fehr, 2001). Importantly, contributing to the group project (i.e., the 
public good) in the PGG increases social welfare (i.e., the value of the project) while 
decreasing net personal earnings, thereby constituting a social dilemma (Dawes, 
1980). Although standard theories of rational choice based on the assumption of 
pure self-regard predict absolutely no sharing of the endowment in the one-shot 
version of the PGG, participants in experimental studies across the globe have been 
found to routinely share large proportions of their endowment with anonymous 
others (Henrich et al., 2005).

This uniquely human trait of strong reciprocity can neither be explained by 
standard theories of evolution based on kinship, reciprocity, or reputation (Boyd & 
Richerson, 1989; Hamilton, 1964; Trivers, 1971). A widely accepted explanation 
of this phenomenon has been the idea that populations that culturally transmit 
a preference for strong reciprocity can gain benefits at the group level (Fehr & 
Fischbacher, 2003; Gintis, 2000). Given the likely evolutionary roots of strong reci-
procity, alternative dual-process accounts of cooperation have also been proposed 
as explanations.

The predictions of these dual-process accounts of cooperation fall into one of 
two camps. A long line of research that we refer to here as the self-control account 
(SCA) argues that people are, mainly due to visceral reactions, intuitively self-
ish and that cognitive resources are needed to keep these urges under control in 
order to behave according to one’s well-thought-out individual preferences or 
socially desirable ends (Hofmann, Friese, & Strack, 2009; Loewenstein, 1996; 
Metcalfe & Mischel, 1999; Myrseth & Fishbach, 2009). A more recent alterna-
tive, the self-labeled social heuristics hypothesis (SHH), instead posits that people 
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often rely on prosocial heuristics and that they become more self-regarding with 
deliberation in social dilemmas (Bear & Rand, 2016; Rand, Greene, & Nowak, 
2012; for an early formulation of SHH see Kiyonari, Tanida, & Yamagishi, 
2000). While SCA is consistent with the explanation of strong reciprocity as a 
deliberated preference for achieving a socially desirable end, SHH assumes people 
to be strictly self-regarding and puts doubt on the evidence for strong reciprocity 
as a “misapplied” heuristic. So how does the current evidence weigh between the 
two accounts?

A long list of studies has sought to experimentally test SHH. As SHH pre-
dicts higher cooperation by System 1 as compared to System 2 processes, these 
studies primarily used cognitive process manipulation methods (e.g., time pres-
sure, cognitive-load, or cognitive-resource depletion) to increase reliance on one 
or the other system and thus to compare intuitively made and deliberated PGG 
decisions. We focus here on the more prevalent method of comparing decisions 
under time pressure (for increasing heuristics use) and time delay (for induc-
ing deliberation): while a large-scale multi-lab replication has recently failed to 
find a robust effect (Bouwmeester et al., 2017), the originating studies (Rand et 
al., 2012, 2014), other replication attempts (Everett, Ingbretsen, Cushman,  & 
Cikara, 2017), and tests using improved methods (Isler, Maule, & Starmer, 2018) 
have found evidence for SHH. Indeed, a recent meta-analysis of time-pressure 
and other cognitive process manipulation studies have in the aggregate been 
shown to support SHH’s prediction that intuition promotes cooperation in social 
dilemmas (Rand, 2016).

However, evidence against SHH remains non-negligible, and a broad range 
of experimental findings instead provide evidence for SCA. For example, extreme 
time pressure, which arguably is better equipped in inducing intuitive reactions 
compared to relatively long time limits that merely limit deliberation (Myrseth & 
Wollbrant, 2017), has been found to increase selfishness compared to a time-
delay condition (Capraro & Cococcioni, 2016). In addition, a series of papers 
find positive correlation between cooperative behavior on the one hand and indi-
vidual ability for self-control (Kocher, Martinsson, Myrseth, & Wollbrant, 2017; 
Martinsson, Myrseth, & Wollbrant, 2014), delayed gratification (Curry, Price, & 
Price, 2008; Fehr & Leibbrandt, 2011), and analytic thinking (Lohse, 2016) on 
the other. Similarly, supporting the idea that selfish impulses have free rein in 
the lack of cognitive resources for self-control, various other studies found that 
depletion of resources available for energy metabolism (DeWall, Baumeister, 
Gailliot, & Maner, 2008) and disruption of self-control related brain functions 
(Knoch, Pascual-Leone, Meyer, Treyer, & Fehr, 2006) weaken prosocial behav-
ior. In a revealing study, younger children were found less likely to reject unfair 
offers, which is interpreted as a form of prosocial punishment of norm violators, 
not because they did not understand the norms in place but because the regions 
of their brains related to self-control were not yet fully developed (Steinbeis, 
Bernhardt, & Singer, 2012).
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These conflicting findings for SHH and SCA imply that there may be miss-
ing moderators that are not taken into account in the aforementioned studies. A 
possible explanation is that past experiences forming social heuristics may be het-
erogeneous (Rand et al., 2014). Accordingly, people internalize prosocial heuristics 
if they are accustomed to environments that are conducive to cooperation but not 
when they are repeatedly exposed to situations where people act selfishly. Consistent 
with this explanation, people from relatively more cooperative environments  
(e.g., experimental participants from the U.S. who are not experienced with the 
one-shot PGGs) show intuitive cooperation, whereas those from relatively less 
cooperative backgrounds (e.g., participants from India with weaker institutions 
than the U.S. or participants who are experienced with one-shot PGGs where 
cooperation is a self-defeating strategy) do not have this prosocial tendency (Nishi, 
Christakis, & Rand, 2017; Rand et al., 2014; also see Peysakhovich & Rand, 2015; 
Santa, Exadaktylos, & Soto-Faraco, 2018).

Therefore, a more general perspective on the role of intuition and deliberation 
on cooperation suggests that the applicability of SHH and SCA may depend on 
whether people have internalized heuristics that are prosocial or selfish. Supporting 
this generalized account, a recent experimental study (Isler, Gächter, Maule, & 
Starmer, 2019) shows that deliberation increases cooperation when social dilemmas 
induce selfish heuristics (e.g., when cooperation involves maintaining an already 
existing common resource) but not when they induce prosocial heuristics (e.g., 
when it involves providing a previously nonexistent public good).

Discussion
So, can we rely on our intuitions? A comparison of the heuristics-and-biases, 
 simple-heuristics, and naturalistic decision-making accounts indicated that exper-
tise is built on regular feedback from a learning-friendly environment and that intu-
itions tend to be reliable when expertise matches the current decision environment. 
The question of whether intuitions can provide desirable judgments and behavior 
in moral and social dilemmas has a similar answer. Evidence on the dual-process 
accounts of cooperation indicates that both social heuristics and self-control may 
regulate intuitive cooperation to an extent dependent on the problem at hand (e.g., 
norms of strong reciprocity) and on the associations it may induce (e.g., selfish vs. 
prosocial heuristics). Likewise, the role of intuition and deliberation depends on 
which moral foundations are salient in the particular problem (e.g., hierarchy vs. 
fairness). Crucially, this overall result of context dependency does not imply a lack 
of systematic patterns of dependency. However, it implies the need for more research 
on the moderators and the boundary conditions regarding the consequences of 
intuitive and analytical thought processes. In conclusion, high returns should be 
expected from investigating the dual-process accounts of social and moral dilemmas, 
for example, in the managerial context.
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